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Debugging Tools – Desktop Development

• Behavioral

• Unit tests (golden values, corner cases)

• Conditional breakpoints (gdb, jdb)

• Performance

• Valgrind

• Sanitizers (leaks, locks, …)

• …

• Assumption

• Nearly no time constraints

• Lots of computing power
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Debugging Tools – Embedded Development

• Behavior

• Register Values

• Breakpoints and single stepping

• Printf

• Simulation/Emulation

• Model based static profiling

Does this work for

multi cores?

They have much

more power…
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Debugging Tools – Embedded Development

• Multicore

• Registers and breakpoints as before

• Modeling fails due to non-determinism

• New problems because of real parallelism

• Consequences

• Very pessimistic estimators

• No estimation at all
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Runtime Debugging

• Hybrid approach

• Static control flow graph analysis

• Dynamic program flow trace

• Execution time analysis

• Runtime verification

5 iterations

12us

How do I get the

dynamic information?

Will it influence the

behavior or

performance?
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Runtime Debugging - Insights

• Trace macrocell inside ARM Processor (Coresight)

• Information provided

• Synchronization

• Indirect branches

• Branch taken or not taken

• Time difference to last branch

• Context change

• Postprocessing inevitable
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Trace Reconstruction

• FPGA based online reconstruction

• 4Gb RLDRAM lookup-tables

• Speculative and lookahead execution

• Event (re)ordering

Xilinx Virtex-7 FPGA
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Trace Reconstruction - Hardware
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Execution Time Analysis - WCET
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Execution Time Analysis
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Execution Time Analysis – Workflow

Will I ever find a 

safe and precise

estimate?



21.03.2018 | TU Darmstadt | Computer Systems Group | Philip Gottschling |  15

Execution Time Analysis – Examples

• Debie

• Software for a satellite instrument

• Well understood real world example

• 1923 Basic blocks, 172 Routines,  68 Loops

• TACLeBench
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Runtime Verification – Generation

sum:= add(a, b)

out:= eq(sum, 5)

always@(posedge clk) begin

if(rst) begin

…

end else begin

…

end

end

always@(posedge clk) begin

if(rst) begin

…

end else begin

…

end

end

always@(posedge clk) begin

if(rst) begin

…

end else begin

…

end

end

always@(posedge clk) begin

if(rst) begin

…

end else begin

…

end

end

Time consuming synthesis!

TeSSLa
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Runtime Verification – Details
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Runtime Verification – Observation
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Runtime Verification - Workflow

Time consuming!

Only done once

Quick!

Done frequently
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Runtime Verification - Benefits

• TeSSLa - Temporal Stream-based Specification Language:

• Arithmetics, aggregations

• Real time conditions

• State machines

• High resource utilization

• Turnaround times less than 1s
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Conclusion

• Online trace analysis

• Hybrid WCET

• Runtime Verification

• Arbitrary long observation times

• Short turnaround times

• Compact form factor for field applications


